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Question 1(a) Show that a linear transformation of a vector space V,, of dimension m
into a vector space V,, of dimension n over the same field can be represented as a matriz.
If T is a linear transformation of Vs into V4 such that T(3,1) = (4,1,2,1) and T(-1,2) =
(3,0,—2,1), then find the matriz of T.

Solution. Let v;,¢ =1,...,m be a basis of V,, and wj,j = 1,...,n be a basis of V,,. If

n
T(v;) = Zajiwj, i=1,....m
j=1

then T corresponds to the n x m matrix A whose (¢, j)'th entry is a;;. In fact (vy,...,vm) =
(W1,...,Wn)A.
It can be easily seen that
2 1
= (1,0) = =(3,1) — =(~1,2
€1 ( ’ ) 7( ) ) 7( ’ )
1 3
€2 = (07 1) = ?(37 1) + ?<_17 2)



and therefore
2 1
T(el) = ?(471a271)_?(3707_271)
1
= —(5,2,6,1
7( ) ) b )
1
= ?(5ei + 2e; + 6e; + €})
1 3
T(e2) = ?(471a271)+?(3707 _271)
1
= —(13,1,—4,4
7( b ) b )

1
= ?(13e’{ +e; — 4de; + 4ey)

5 13
Thus T corresponds to the matrix % g _1 4 w.r.t. the standard basis. ||
!

Question 1(b) If M, N are finite dimensional subspaces of V, then show that dim(M +
N) =dim M + dim N — dim(M NN).

Solution. Let {uj,us,...,u.} be a basis of M NN where dim(M NN) = r. Complete
{uj,uz,...,u,} to a basis {ug,ua,...,uy, vy,..., vy} of M, where dim M = m +r. Com-
plete {uy, us, ..., u,} to a basis {uy,uz, ..., upy, wy, ..., wn} of N, where dim N = n+r. We
shall show that 2= {ug,uz,..., U, Ve, ..., Viy, Wy,...,Wn} is a basis of M + N, proving
the result. -

Ifue M+ N, thenu=v+w for some ve M,weN. Since His a superset of the
bases of M, N, v,w can be written as linear combination of elements of 2= u can be
written as a linear combination of elements of 24 Thus 2 generates M + N.

We now show that the set s linearly independent. If possible let

iaivi + iﬁiwi + i%’ui =0
i—1 i—1 i—1

Since Y vy = — Y o0 Biwy — > vy it follows that >  a;v; € N. Therefore
Yoriavi € MON = Y0 avi = Y. mw; for m; € R This means that ) ), a;v; —
Sor_ymiuw = 0. But {u,us,...,up,vy,..., vy} are linearly independent, so a; = 0,1 <
1 < n. Similarly we can show that 5, = 0,1 < ¢ < m. Then the linear indepen-
dence of {uy,us,...,u.} shows that v; = 0,1 < ¢ < r. Thus the vectors in P are lin-
early independent and form a basis of M + A, showing that the dimension of M + N is
m+n+r=(m+r)+ (n+r)—r, which completes the proof. [



Question 1(c) Determine a basis of the subspace spanned by the vectors vy = (1,2,3), vy =
(2,1, 1), vs = (1, —1,—4),v4 = (4,2, —2).

Solution. vy,vy are linearly independent because if avy + vy = 0 then o + 20 =
0,20+ 3=0,3a—=0=a=p0=0. If v3 = avy + fva, then the three linear equations
a+26=1,2a+ 3 = —1,3a — 3 = —4 should be consistent — clearly o = —1, § = 1 satisfy
all three, showing vz = vg — vy. Again suppose v4 = avy; + Bva, then the three linear
equations a4+ 20 = 4,2a+ § = 2,3a — = —2 should be consistent — clearly a = 0,3 = 2
satisfy all three, showing v4 = 2vs.

Hence {v1,va} is a basis for the vector space generated by {vy,va, vs, va}. [ |

a1

Question 2(a) Show that it is impossible for S = (b

;) ,b# 0 to have identical eigen-
2
values.

Solution. We know given S symmetric 3O orthogonal so that O’'SO = (%1 )E) ), where
2

A1, Ao are eigenvalues of 8. If \; = )y, then we have S = O’ '(AI)O~! = A\(00') ' = A\l =

S = <8\ g) Thus if b # 0, S cannot have identical eigenvalues. |

Question 2(b) Prove that the eigenvalues of a Hermitian matrixz are all real and the eigen-
values of a skew-Hermitian matrixz are either zero or pure imaginary.

Solution. See question 2(a), year 1998. [

Question 2(c) If x’Ax > 0 for all x # 0, A symmetric, then for ally # 0 y'A™'y > 0.
If X\ is the largest eigenvalue of A, then

x'Ax
A= sup —,
xeR" X'X
x#£0

Solution. Clearly A = A’A™'A - xX’Ax = X’A’A " 'Ax = y'A 'y where y = Ax for any
x € R" x # 0. Since |A| # 0, any vector y can be written as Ax, by taking x = A~ 'y.
Thus X Ax > 0=y'A~ 'y >0for ally #0.

MO0 .0

‘A . )\2 ... 0

Let M = supxer» xx,xx. Let O be an orthogonal matrix such that O’AO = )
x#0 : .

0 0 An

Let 0 # x = Oy, then x'x = y'O'Oy = y'y. Now xX’Ax = yYO'AOy = Y, \y? < \y'y
where )\ is the largest eigenvalue of A. Thus A > x/‘,"‘x = XAx o5 )\ > M. On the other

y'y x/'x ?

hand, if x # 0 is an eigenvector corresponding to A, then X’ Ax = Ax'x = \ = X;fx < M.

X

Thus A = M as required. |



Question 3(a) By converting A to an echelon matriz, determine its rank, where

001289
00465 3
023147
030937
005 731
Solution. Consider
000O0O 0
00230
, 1 4305
A= 2 6197
8 5 4 3 3
9 3 7 71

Interchange the first row with the third, then third with fourth, fourth with fifth and fifth
with sixth to get

14305
00230

) 26 197
A 8 5 4 3 3
9 3 7 71

00 00O

Now perform R3 - 2R1, R4 - 8R1, R5 - 9R1 to get

1 4 3 0 5
0 0 2 3 0
) 0 -2 -5 9 -3
A~y 97 o0 3 37
0 —33 —20 7 —44
0 0 0 0 0

Interchange the second and the third row, and perform —%Rz, %Rg to get

1 4 3 0 )
SR
I 2
A 0 -27 =20 3 =37
0 =33 =20 7 —44
0 0 0 0 0



Perform R4 + 27R5, Rs + 33R5 to get
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Operation Ry — %R37 Rs — %Rg yields
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Now multiply R4 with —%
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Performing Ry + %IRLL results in
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which can be converted to
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which is an echelon matrix. Its rank is clearly 5, so the rank of A = 5.
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Question 3(b) Given AB = AC does it follow that B = C? Can you provide a counterex-
ample?

Solution. It does not follow that B = C.

10 01
A=() ) o (0 1) = anmo

C=0=AC=0,but B#C. ||
0 -1 0
Question 3(c) Find a nonsingular matriz which diagonalizes A = [ -1 —1 1| ,B =
0 1 0
2 1 =2
1 2 =2 simultaneusly. Find the diagonal form of A.
-2 -2 3
Solution.
-2\ 1= 2\ -2\ —-1—-X 0
IA—AB|=0=|-1—-X —1—-2\ 142\[=0=|—-1+ A 0 01=0
2\ 14+2\ =3\ 2\ 14+2\ =X

Thus A = 0,1, —1. This shows that the matrices are diagonalizable simultaneously.
We now determine xp,X2,x3 such that (A — AB)x; = 0,5 = 1,2,3. For A = 0, let
x1 = (21, %2, x3) be such that (A — AB)x; = 0. Thus

0 -1 0 T
1 =1 1| [x]| =0
0 1 0 I3

Thus —x9 =0, —27 — 29 + 23 = 0,29 = 0. Thus x;" = (1,0, 1).
For A =1, let x5’ = (21, 2, x3) be such that (A — AB)xs = 0. Thus

-2 =2 2 1
-2 =3 3 T =0
2 3 -3 I3

Thus —2x1—2x9+2x3 = O7 —2x1—3x9+3x3 = 0, 2014+319—3r3=0= 29—23 =0= 21 = 0.
Thus we may take x3’' = (0,1, 1).
For A = —1, let x5’ = (%1, 22, 23) be such that (A — AB)x3 = 0. Thus

2 0 —2 T
0 1 —1 i) =0
-2 —1 3 xIs3



Thus 22, — 223 = 0,29 — 23 = 0, =221 — 29 + 323 = 0 = 21 = x5 = r3. Thus we may take

X3/ = (]., ]_, 1)

01
1 1] so that
11

1
0
1

|
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